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Abstract. With a large number of surveillance cameras, it is not an easy
task to determine which camera should be monitored and which region
of the camera images should be checked so that all the activities and/or
events in a scene are examined. We present a new method to realize effec-
tive visual surveillance under an environment in which a number of non-
calibrated fixed surveillance cameras are being operated. We also show two
applications that are useful for surveillance tasks based on our proposed
method. One is “suggestion of associative blocks”, and the other is “domi-
nant camera selection”. Our approach exploits co-occurrence between two
regions of interest (ROIs) over the surveillance cameras, and it needs nei-
ther calibration nor supervised training. We have conducted preliminary
testswith forty cameras installed in a room and a corridor next to the room,
and some promising results of the two applications are shown in this paper.

1 Introduction

Recently, there are increasing social demands to observe and detect usual and/or
unusual events by exploiting cameras in various environments. Such a surveil-
lance camera system is thought to be useful for security in public areas, road
traffic monitoring, and so on. As surveillance cameras are being more and more
installed and utilized in a scene for surveillance task, sometimes it becomes im-
practical and cumbersome to remember their locations and their visible areas.
In addition, since surveillance cameras cannot always be set perpendicular to
the ground/floor, images from surveillance cameras may not be comfortable to
recognize instantly. Therefore, with a large number of surveillance cameras, it is
not an easy task for people to recognize which camera should be monitored and
which region of the camera images should be checked so that all the activities
and/or events in a scene can be examined. This problem becomes prominent es-
pecially when a number of cameras are widely scattered because it is impractical
to calibrate them consistently.

Fig. 1 shows snapshots of 36 cameras taken simultaneously. The cameras
are installed in a room and a corridor adjacent to the room. It is apparently
difficult to locate a person in the images. As the number of the surveillance
cameras increases, maintaining the consistency of their geometric information
(their locations and directions) is cumbersome. Therefore, there is a demand
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Fig. 1. An Example of Multi-view Videos (36 cameras)

to a sophisticated visual assistance method that can support visual surveillance
tasks against a large number of cameras, which are not geometrically calibrated
precisely.

We present a new method to realize effective visual surveillance under an en-
vironment in which a number of non-calibrated fixed surveillance cameras are
being operated. We also show two applications that are useful for surveillance
task based on our proposed method. One application of the method is “sugges-
tion of associative blocks”. If there is an event that an user should check and
he/she has noticed it by checking one region on a surveillance camera on the
system, the system can point out regions of different cameras that are helpful
to examine the event. The other application is “dominant camera selection”.
Out of many surveillance cameras, our method can tell which cameras are worth
watching in general case.

Our approach exploits co-occurrence between two regions of interest (ROIs)
over the surveillance cameras, and it needs neither calibration nor supervised
training. We divide camera images into small blocks. Each small block has fore-
ground regions when it captures motions in a scene. Our system first elimi-
nates redundant blocks that apparently do not contribute to event recognition.
The elimination algorithm consists of two stages. In the first stage, the blocks
that never detect motions are eliminated. Then, in the second stage, we exploit
PCA to sweep out the blocks that do not contribute to describe events. We
call the remaining blocks regions of interest (ROIs). The system then calculates
co-occurrence of any pair of ROIs in which foreground regions related with an
event are found simultaneously. Once the co-occurrence matrix is obtained, it
can determine a set of ROIs that should be taken care of when an event in fo-
cus is found in a certain ROI. In other words, the ROIs are associative to the
specified ROI. In addition, dominant camera selection can be conducted based
on the co-occurrence matrix.
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The rest of the paper is formed as follows. In section 2, recent reseaches related
with our research are mentioned. Section 3 explains our surveillance system.
Section4 describes the elimination algorithm of (small) blocks in surveillance
camera images. In section 5, we show two applications, “suggestion of associative
blocks” and “dominant camera selection”. The concluding remarks are shown in
section 6.

2 Related Works

There are many visual surveillance systems for human tracking, traffic monitor-
ing, and detection of unusual objects. In order to cover large area and/or to track
objects in complex motion, surveillance systems uses multiple cameras. As shown
in previous works, the multi-camera surveillance systems usually rely on manual
camera calibration [1][2][3][4] or complex automated calibration method[5]. The
surveillance systems with calibrated cameras can surely provide accurate geom-
etry of objects in an environment. However, manual camera calibration is too
cumbersome to cope with large-scale surveillance systems, and it is impractical
to apply fragile automated calibration methods to such systems. Therefore, there
are many demands for surveillance methods that only assume rough geometry
information of cameras.

In order to track moving objects on surveillance videos, and to know where
to see in videos for surveillance tasks, correspondences in videos captured by
cameras are thought to be useful. Therefore, many methods that have corre-
spondence models and estimate correspondences of locations or trajectories of
moving objects have been proposed [6][7][8][9]. We also use the correspondences
to calculate co-occurrence of objects observed in multiple cameras. Our proposed
method is different on the point that it is a monitoring support method and can
be applied to a large-scale camera system easily.

3 Surveillance System

In this section, we present a framework of our multi-camera surveillance system,
and discuss image features to be used for estimating correspondence.

3.1 Camera Network System

Fig. 2 shows a framework of our system and Fig. 1 shows an example of multi-
view videos captured by the system. The system consists of multiple network-
cameras(web-cameras) and multiple PCs for image processing. We employed the
off-the-shelf web cameras because of the following advantages.
– Installation flexibility: One camera only requires one LAN cable (that also

provides power to each camera) at its mounting point.
– Process scalability: We can change the number of cameras assigned to one

PC easily.
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Fig. 2. A Framework of Our Surveillance System

On the other hand, they have following problems.
– It is difficult to synchronize videos.
– Frame rate of captured videos is unstable because it may be affected by

network congestion.
To estimate co-occurrence matrix and apply it for the surveillance, we must take
care of these factors. In our current implementation, however, synchronization of
cameras does not matter because the cameras can output 10.0 to 30.0 fps and the
motions in a scene are not so fast compared with the frame rate. Network conges-
tion can also be avoided if network hubs are properly connected so as not to exceed
the maximum bandwidth for each connection. Our system consists of 45 cameras
and 22 PCs currently. We are planning to extend the system to 80 cameras.

3.2 Image Feature

We consider only basic image features so that our method can cover any kinds
of events. Cameras capture images in RGB format and the system divides them
into small rectangular blocks. An image is divided into R small blocks (currently,
R = 64).

Fig. 3. Image Feature of One Captured Image. The left image is an input image and
the right image is a display of its saved data.
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In our research, the system extracts foreground regions by calculating back-
ground subtraction for input images. It calculates the mean intensity value of
the foreground regions in each small block, and stores it in INT-type 32 bit data
format. Fig. 3 shows an image of one saved data. The data is saved in compressed
format. The data size depends on situations. For example, we captured a scene
for about 290 hours by 4 cameras, and the compressed data size was about 1.3
GBytes.

4 ROI Selection

In this section, we present a method to select ROIs from the small blocks.

4.1 Data Structure

We define an event vector x(t) at time t (1 ≤ t ≤ T ), where T is a number of
observed event vectors.

x(t) = { x1(t), · · · , xi(t), · · · , xN (t) } (1)

The size(number of dimensions) of the vector is N = C×R, where C is a number
of cameras and R is a number of small blocks in an image. Each event vector
represents which camera and where in the captured image objects are observed.
Each element xi(t) denotes a feature of an object detected in a region i at time t,
and represents what object is observed there. We use the mean intensity values
of the small blocks in an image as image features. Note that other features can
also be applied in our method.

We call the small blocks that can contribute to event recognition “regions
of interest (ROIs)”. ROIs are obtained by eliminating redundant blocks among
all the N blocks, and the elimination algorithm consists of two stages. In the
first stage, the blocks that never detect foreground regions are eliminated. In the
second stage, we exploit principal component analysis (PCA) to sweep out the
blocks that do not contribute to describe events.

4.2 Block Elimination Based on Foreground Region Detection

First, a mean vector M is calculated for the input N dimensional event vector
x(t) for 1 ≤ t ≤ T before the block elimination process starts. If Mi that is a
mean of features observed in a small block i is zero, the block i is eliminated
because it means the region i never detects any motions for all the T frames.
Then, we get N ′ (N ′ ≤ N) dimensional vector x′(t) by eliminating the blocks
that are useless to detect foreground regions.

4.3 Block Elimination by PCA

After the first stage, we apply principal component analysis (PCA) to x′ by using
the variance-covariance matrix V′. PCA is a multivariate procedure that rotates
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the data in a multi-dimensional space so that variances projected onto the new
axes have large variability. It is mainly used for dimensionality reduction. The
resultant new rotated axes are called principal axes of x′, and after applying the
PCA, principal axes zk(1 ≤ k ≤ N ′) are given by linear combinations of the
original variables as shown in the following equations.

z = A x′ (2)

zk = a1kx′
1 + a2kx′

2 + · · · , aN ′kx′
N ′ (3)

We select a set of variables {x′
j} that have larger weight {ajk} for more significant

principal axes {zk}. The principal axes {zk} that have higher contribution ratio
are thought to be useful both to recognize and to classify the original data. The
followings are the detailed description of block elimination algorithm using PCA.
Step 1: Sorts the principal axes zk by contribution ratios pk. A contribution

ratio pk indicates how the principal component zk represents data better,
and it is represented by a variance λk of zk.

pk =
λk∑N ′
l=1 λl

(4)

Step 2: Calculates accumulated contribution ratio by

ck =
k∑

l=1

pl (5)

and selects the principal components zk whose accumulated contribution
ratios are larger than a threshold cth. Currently, cth is set to 0.9. We denote
the selected principal axes by {z′k}.

Step 3: Given a principal axis z′k, the method calculates the mean value āk of
{ajk} that are coefficients of {x′

j}. A score sj of the variable x′
j obtains the

contribution ratio p′k of z′k when the coefficient akj is larger than āk.
Step 4: Apply Step 3 to all the principal components {z′k}. Calculate the mean

value s̄ of the scores {sj}. Then, select the variables x′
j whose score sj are

higher than s̄. Finally, block j corresponding to x′
j is regarded as a ROI.

4.4 Experimental Results of ROI Selection

Fig. 4 shows a layout of cameras in an experiment environment, and Fig. 5,6
show resultant ROIs. In the figures, the small blocks marked in a bright color
are ROIs, where people walking around in a room were observed frequently.
In the case of 12 cameras(Fig. 6), 525 blocks were selected from 768 blocks in
the elimination process of the first stage, and 253 blocks were selected in the
elimination process of the second stage. Some ROIs extracted in the case of 4
cameras(Fig. 5) were eliminated in the case of 12 cameras(Fig. 6) because they
became less important than the other ROIs in the case of 12 cameras.

In the experiments, Calculation of ROI extraction was conducted on a PC
of Pentium4 2.80 GHz, and its memory size is 1.0 GByte. We applied the ROI



Visual Surveillance Using Less ROIs of Multiple Non-calibrated Cameras 323

Fig. 4. Camera Layout. Alphabets indicate camera names and arrows show their di-
rections.

Fig. 5. Resultant ROIs (4 cameras)

extraction method to a scene of two hour length. In the case of 4 cameras, the
calculation needed 181.70 seconds; 48.27 seconds to calculate a mean vector M,
133.30 seconds to calculate a variance-covariance matrix V′, and 0.13 seconds
to eliminate redundant blocks. In the case of 12 cameras, the calculation spent
1347.19 seconds; 147.7 seconds to calculate a mean vector, 1190.6 seconds to
calculate a variance-covariance matrix, and 8.89 seconds to eliminate redundant
blocks.

Currently, we are exploring an on-line clustering method for event vectors
using extracted ROIs. We expect that the clustering method can be applied
to a large-scale camera network because our redundancy elimination algorithm
reduces the data size to be processed to a great extent.
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Fig. 6. Resultant ROIs (12 cameras)

5 Visual Surveillance Support Applications

Once the ROIs are calculated, the system can provide various support functions
for visual surveillance. Two useful applications are introduced in this section.

5.1 Suggestion of Associative Blocks

One application of the method is suggestion of associative blocks. If there is
an event that a user should examine and he/she notice it by having checked a
certain region on one surveillance camera, the system can select associative ROIs
that are helpful to examine the event.

To select the associative ROIs, we calculate the co-occurrence between two
ROIs m, n. A feature value observed in a ROI m is shown as ym(t) (1 ≤ t ≤ T ),
and a set of ym is shown as a following vector.

ym = { ym(1), · · · , ym(t), · · · , ym(T ) } (6)

We calculate a correlation value cmn (0 ≤ cmn ≤ 1) by the following equations,
and use it as a measure of the co-occurrence between two ROIs.

c1mn =
ym · yn

|ym||yn| =
∑T

ym(t)yn(t)
|ym||yn| (7)

c2mn =

{ |ym|
|yn| if |ym| < |yn|
|yn|
|ym| otherwise

(8)

cmn = c1mn c2mn (9)
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Fig. 7. Associative ROIs (1). The regions with bright frames have high co-occurrences
with a white region.

Fig. 8. Associative ROIs (2). The regions with bright frames have high co-occurrences
with a white region.

We calculated the co-occurrence matrix of the 12 cameras shown in section 4.4.
In Fig. 7 and Fig. 8, the regions with bright frames have high co-occurrences with
the white region shown in Camera K and F respectively. The result means that
if a user is interested in some motions in white block, the system suggests the
user to check the brightly framed blocks too because it is likely to find something
in them when some motions are found in the white block.

5.2 Dominant Camera Selection

The other application is dominant camera selection, which means the system
can tell which cameras are worth watching in general case. It is useful as the
number of cameras C becomes larger.

First, the system sorts all the pairs of any ROIs by their co-occurrences. Then,
it selects the upper pairs that have higher co-occurrences, and increments the
score uc of the camera c (1 ≤ c ≤ C) when the camera c has a block in the pairs.
The system selects cameras whose scores are higher than the mean score ū. The
selected cameras will be dominant for recognition purpose.

Fig. 9. Dominant Cameras (2 cameras were selected from 4 cameras)
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Fig. 10. Dominant Cameras (5 cameras were selected from 12 cameras)

Fig. 9 and Fig. 10 are the experimental results of the dominant camera selec-
tion. In the case where there are only 4 cameras (A, B, C, and D), the 2 cameras
(B and D) are suggested to be checked for coming events (Fig. 9). On the other
hand, if the system has 12 cameras, the system then suggests to check the 5
cameras (F, G, J, K, and L) (Fig. 10).

6 Conclusion

We presented a method to realize effective visual surveillance support under
an environment in which a number of non-calibrated fixed surveillance cameras
are being operated. Our method divides all camera images into small blocks
and selects some blocks that can capture what kind of event is going on. We ex-
ploited PCA-based region selection algorithm, and succeeded in presenting useful
data expression that can result in achieving two promising visual surveillance
support applications; “suggestion of associative blocks” and “dominant camera
selection”.

As future works, we should examine the relevance of the ROI selection algo-
rithm and the co-occurrence calculation method. In addition, we need to verify
the proposed methods with large-scale camera network for very long time period.
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