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Abstract—We are developing a new navigation system based 

on a pre-recorded video of a planned route. This paper proposes 
a position estimation method that uses two omnidirectional 
cameras. Position estimation is performed by finding the most 
similar image in pre-recorded image database for a picture taken 
by a pedestrian on the route. We improve the accuracy of the 
image retrieval by using two omnidirectional cameras. Our 
preliminary camera system can cope with scenes with less 
features and strong light source that damages one of the cameras. 
We evaluate the performance of the proposed method on a route 
set in our campus. 
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We propose a method to improve location estimation 

accuracy for pedestrians by using two omnidirectional cameras. 
It is based on the location estimation method for pedestrians 
using only a camera image proposed by Kameda et al. [1, 2]. 

We assume the situation that a visually impaired person is 
planning to walk along a planned route. In the method [1, 2], a 
volunteer goes along the navigation route in advance to obtain 
the pre-recorded video. A database is then generated from the 
pre-recorded video.  On navigating a user on the route, the user 
takes a photo with the same camera system.  

When estimating the position, the image taken by the 
camera system is treated as a query image and the most similar 
image in the preceding captured images are retrieved. The 
location on the route can be estimated from the frame number 
in the pre-recorded video if the walking speed of the volunteer 
is fixed or recorded. The image retrieval is performed by 
matching SIFT [3] keys. In the previously proposed approaches 
[1,2], single camera is oriented in the direction of travel along 
the route. Therefore, if there are few unique local features in 
the direction of travel, location estimation will not be 
successful.  

We propose to install two omnidirectional cameras at the 
front and rear in the direction of travel to solve this problem. 
The two cameras are set with about 1 meter baseline. We adopt 
the same procedure of [1, 2] for computer vision part. 

By omnidirectional cameras, it becomes possible to obtain 
feature points from objects and areas in a wider view range 
than an ordinary monocular camera. Another factor of lowering 
the accuracy of the image retrieval by the conventional method 
using a monocular camera is loss of  detection of feature points 
due to highlight from a strong light source in one direction and 

blackout in dark places. The proposed method can solve this 
problem because of the 1-meter offset of the two cameras. 

The images from the two cameras are simply combined into 
one image for each frame. Since the two cameras are installed 
in front of and behind the user, even if one camera is interfered 
by a strong light source from one direction, image retrieval can 
be still successful because of the remaining half of the image 
taken by the other camera. 

 
Fig. 1. Synthesized image of two omnidirectional cameras 

An image synthesized from two omnidirectional cameras is 
shown in Fig.1. The image is strongly warped by projection 
distortion due to the property of the omnidirectional cameras 
we use. However, as validated in our previous method [1, 2], it 
is not necessary to cancel this distortion if the preceding 
photographing route and the current route are close to each 
other. 

Evaluation experiments were conducted with our 
preliminary system on a route in the university. It contains 
indoor scenes, outdoor scene, and some dark part. We found 
that the proposed method is more successful than the one using 
an ordinary monocular camera. 
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