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This research proposes a method that generates viewpoint smooth switching by reducing the flickering
artefacts that are observed at bullet-times generated from asynchronous multi-view videos using frame
interpolation processing. When we asynchronously capture multi-view videos of an object moving at a
high velocity, deviations occur in the observed position at the bullet-times. We apply a frame interpola-
tion technique to smooth this problem. By selecting suitable interpolated images that produce the small-
est movement of the subject’s observed position, we smoothly generate a viewpoint-switched bullet-
time video.
In this paper, we examine the subjective evaluation of the video generated by the proposed method.

And we also examine objective evaluation. Therefore, the effectiveness of the proposed method is shown.
Furthermore, reproducibility was improved by considering the application conditions of the proposed
method.

� 2019 Elsevier Inc. All rights reserved.
1. Introduction

3D-free-viewpoint video, which is used to observe a subject
from various angles, is actively being researched. Recent 3D-free-
viewpoint videos are supposing various situations of a person such
as the ballet dance scene [1], the baseball scene [2], the walking
scene [3], the golf scene [4] and so on. Images captured syn-
chronously by multiple cameras surrounding a person are used.
3D-free-viewpoint video is generated by re-rendering the appear-
ance of a person from any viewpoint to interactive. In video, the
subject can be observed from arbitrary positions that reflect what
the observer is interested in. This type of advanced video technol-
ogy can correctly express spatial relationships between captured
subjects, unlike ordinary video that observes using conventional
monocular cameras. Industries such as filmmaking and application
fields including sports science have increasingly directed their
attention to 3D-free-viewpoint video technology. Recent 3D-free-
viewpoint videos research, 3D model is constructed using the cap-
tured video and rendered to the virtual camera [5,6]. In addition to
observing the display image by constructing the virtual environ-
ment, it was possible to observe the free viewpoint video using
the VR headset [7]. Furthermore, a virtual mirror that can simulate
the whole body mirror on the monitor has also been proposed [8].
However, in conventional 3D-free-viewpoint video technology,
problems such as the degradation of the quality of the generated
video occur because of estimation errors of 3D shapes as well as
high calculation costs. Although the effect of estimation errors
can be reduced by approximating the object shape to a 2D bill-
board plane [9], image quality degradation resulting from subject
tracking or image segmentation errors remains. Thus, our study
examines free-viewpoint technology that utilizes the bullet-time
video technique [10] instead of 3D CG modelling and rendering.

One of the advantages of 3D-free-viewpoint video is to let view-
ers recognize motion parallax, which is a visual effect in which the
viewpoint is virtually moving and is very important to feel immer-
siveness into the scene. By focusing on this point, we research
bullet-time video that reproduces this type of visual effect by con-
tinuously switching the images captured by multiple cameras that
surround the subject [11]. By presenting the captured image nearly
as it is, bullet-time video enables us to present high-quality video
with little image degradation derived from processing errors. In
recent research on bullet-time video, the behavior of a person is
the target. A bullet-time video is generated by continuously
switching images captured by multiple cameras surrounding a per-
son [12,13]. In our research, a large space like the soccer stadium is
the target, and multiple people will be captured. In a large-scale
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Fig. 2. Result derived from the comparative task that applies combined processing
methods to all camera sequence images. Left: When a bullet-time image is captured
using multiple asynchronous cameras, the observed position of the ball moving at a
high speed deviates because of the effect of the synchronisation deviation. Right: In
the proposed method, the deviation is reduced through frame interpolation
processing and a smooth viewpoint switching image is generated.
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space such as a football stadium, due to the considerable labour
and special equipment required for the synchronous capturing of
all cameras, sometimes captured multi-view videos are asyn-
chronous. When a bullet-time image is generated using a deviating
image, the observation position of the subject as it appears on the
image deviates, and the resulting image produces an uncomfort-
able feeling in the observer. As shown the example in Fig. 1, in a
generated bullet-time video, the influence of the synchronization
deviation on the observed position of soccer players is small (i.e.,
the observation position of the players moves in a certain direction
on a certain curve). This is because the movement of the player is
sufficiently slow relative to the shutter speed of the camera. On the
other hand, as shown in Fig. 2 (left), the observation position of the
ball moving at a high speed seriously deviates because of the influ-
ence of the synchronisation deviation.

Our research aims to reduce the aforementioned deviation on a
fast moving object such a soccer ball by using frame interpolation
processing, as shown in Fig. 2 (right). There are two contributions
of this paper. One is to generate a fine interpolation image in which
the objects moving at high speeds are clearly observed (described
in Sections 3.2 and 3.3). The other is to choose the appropriate
interpolation images to generate a bullet-time video with smooth
viewpoint switching. We attempt to reduce the generated discom-
fort in the viewer by selecting an interpolation image that pro-
duces the smoothest change in the observation position of the
subject (in Section 3.4).

Our study conducted free-viewpoint technology that utilizes
the bullet-time video technique [10]. However, experimental
results in free-viewpoint technology [10] are not sufficient to show
the effectiveness of the proposed method. Therefore, we prepare
some video sequences, in which bullet-time images are switched
frame by frame, for both the proposed method and the previous
method [11], and carry out subjective/objective evaluation using
those video.

In this paper, a subjective evaluation experiment is carried out
using bullet-time images generated by the proposed method and
the previous method [11], and we verify the effectiveness of the
proposed method. We examine the discomfort of the subject in
the bullet-time images generated by the proposed method. Fur-
thermore, we clarify how smoothly the proposed method can
switch bullet-time images by objective evaluation experiments.
And also, reproducibility was improved by considering the applica-
tion conditions of the proposed method.

In this way, we show the effectiveness of the proposed method
by subjective evaluation experiment and objective evaluation
experiment.
Fig. 1. Result derived from the comparative task of applying combined processing
methods to all camera sequence images. An asynchronous multi-view video is
synthesized for the image when the gaze position is that of the player in yellow. The
observation position of the player in red moves in a certain direction on an arbitrary
curve. (For interpretation of the references to colour in this figure legend, the reader
is referred to the web version of this article.)
2. Related works

Recently, studies on multi-view video using a large number of
cameras targeted at soccer competitions have been reported. San-
koh et al. [14]. proposed an algorithm to realize an immersive free-
viewpoint experience in the soccer scene. The homography matrix
was well estimated by recognizing correct corresponding feature
points between video frames. Kilner et al. [15]. combined simulta-
neous multi-view shape extraction and stereo refinement. Genera-
tion techniques to optimize views of initial scene reconstruction
have been demonstrated. Both the shape and appearance of image
reconstruction were improved for soccer scene. Jean-Yves et al.
[16]. realized high-quality scene representation efficiently by opti-
mization using graph-cut of the energy function combining color,
contrast, similarity information and probability in a complex out-
door soccer scene captured on multiple moving cameras at differ-
ent resolutions. Hilton et al. [17]. used the segmentation and 3D
reconstruction of objects from the background using more than
four synchronous multi cameras. The playback module rendered
the capture scene in real time using a 3D model and texture map-
ping image computed based on the soccer scene.

In this way, research on multi-view video in a large space such
as football stadium is a technology contributing to generation of
free viewpoint video. We solve the problem of flickering artifacts
(deviations from the observation position) occurring in asyn-
chronous multi-view video of fast-moving objects such as soccer
balls. Previous studies have not mentioned this problem. In addi-
tion, this research is a technology contributing to the generation
of free-viewpoint video by solving this problem.

Some issues remain with respect to the implementation of
bullet-time into image capturing technology when actual sports
facilities such as soccer stadiums are involved. For example, when
we capture multi-view images for 3D computer vision processing
or free viewpoint television (FTV) [18], cables for the signal distri-
bution are normally connected to all cameras, and a synchronous
signal is distributed from a synchronizing signal distributor. When
the number of capturing cameras or the size of the target space
increases, the establishment costs also increase. In response to
such problems, synchronous imaging methods, which can be
applied to large-scale spaces, have been proposed. These methods
generate external synchronization signals from GPS signals and
distribute them to multi-view cameras [19]. However, such special
devices increase installation costs. For reasonable image-capturing
in practical shooting environments, another method has been
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proposed that synchronizes multi-view asynchronous images
using audio information [20]. However, in our target environment,
such as a soccer stadium, critical echo effects (i.e., reflection sound)
complicate the synchronization process. If a system can achieve
frame-level synchronization, shutter-level asynchronicity remains
because the internal clocks of the cameras are not synchronized.

As previously mentioned, if we consider accurate 3D computer
vision processing, completely synchronized multi-view videos are
required that consume a huge amount of labour and use special
equipment. By contrast, a bullet-time video can be generated using
asynchronous videos because it does not require accurate 3D infor-
mation. However, when we capture fast-moving objects, flickering
artefacts (deviations from the observed position) are observed in
the bullet-time video.

In this research, we reduce this deviation using a frame interpo-
lation technique for generating bullet-time videos that smoothly
switches the viewpoint. In each multi-view video, frame interpola-
tion processing is applied to the frames before and after the frame
of interest. Frame interpolation processing is generally achieved
through image morphing in which a series of image groups are
generated whose appearance changes continuously from one
shape to another. Frame interpolation uses a process that synthe-
sizes the appearance of a middle part between two images [21].
In a typical morphing method [22], the correspondence informa-
tion between two input images is manually given. However, when
video data consisting of 30 or more frames per second (fps) are
processed, manually inputting information that requires corre-
spondence is not feasible. To solve this problem, we employ regen-
erative morphing [23], which can automatically generate
interpolated images, even without correspondence information
between input images. However, when the target object moves
quickly, its position between consecutive front and rear frames is
considerably different. As a result, generating interpolation images
in which the object is clearly observed at the desired position is dif-
ficult. In this research, we address this problem by generating an
initial interpolation image that includes the visual information
cue in order to generate an appropriate interpolation image from
a simple correspondence.
3. Smooth multi-view image switching processing

In this section, we outline the smooth multi-view image switch-
ing process. The proposed method consists of two main processes.

The first is to generate multiple interpolation images between
consecutive front and rear frames using frame interpolation pro-
cessing at each view-point, as shown in Fig. 3 ①. In the proposed
method, the front and rear frames are targeted in each camera.
Multiple interpolation images are generated using the morphing
method, where the latter adopts regenerative morphing. In such
Fig. 3. Schematic of the proposed method.
cases, for objects moving at a high speed, initial motion blur inter-
polation images are used with simple correspondence information
as clues. Therefore, an interpolation image in which the subject is
observed at an appropriate position is generated.

In the second case, as shown in Fig. 3 ②, an image with little
change in the observation position of the subject out of the gener-
ated interpolation images is selected. This generates a bullet-time
image in which viewer discomfort at switching is reduced. An
image having the smallest deviation in the observation position
of the subject moving at a high speed from the generated interpo-
lation image is selected. The image surrounded by a pink colour
frame is used as a switching image.

In Section 3.1, we describe the problems of Regenerative Mor-
phing. In Sections 3.2 and 3.3, we describe a frame interpolation
method using regenerative morphing. In Section 3.4, we describe
the method of selecting the generated interpolated image.

3.1. Usefulness and problems of regenerative morphing

We applied regenerative morphing for frame interpolation pro-
cessing. Fig. 4 shows the interpolated image Tn between input
images S1 and S2. Fig. 4(a) shows image generation when blending
S1 and S2. In target interpolation image Tn, interpolation image
generation is realized as an optimization problem of the algorithm
of [24]. The algorithm of [24] optimizes the bidirectional dissimi-
larity (error) measure using the consistency between the adjacent
and previous interpolation images and the similarity of the input
images. Fig. 4(b) is an interpolated image generated by the initial
image. Here, the blended image (Fig. 4(a), middle) is used as the
interpolation’s initial image.

In the initial image for the interpolation, because no visual cue
information of the target object is present around the images cen-
tre where the target object should be observed, in the interpolation
result (Fig. 4(b), middle), the target object’s appearance is not well
generated. This is because the simple blending result of the input
image is the initial interpolation image when the subject moves
at high speed, and the information of the target object’s appear-
ance does not exist at an appropriate position in the initial interpo-
lation image.

3.2. Frame interpolation using regenerative morphing

We solve this problem by including just one set of correspon-
dence information about the subjects between the input images.
Just one set of correspondence information is the centre coordi-
nates of the subject shown in Fig. 4. That is, the centre coordinates
S1ðx1; y1Þ of the ball at S1 and the centre coordinates S2ðx2; y2Þ of the
ball at S2 are taken as a one set of correspondence information. This
Fig. 4. (a) Image generation when blending S1 and S2, (b) Interpolated image
generated by the initial image.



Fig. 6. The blend ratio of the subject and the background is determined based on
the interpolation distance between the two input images using the normal
distribution.
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coordinate value is acquired using the ball tracking method [25].
By generating motion blur from the given correspondence infor-
mation, an appearance cue is given at the position where the target
object should be observed in the initial interpolation image (Fig. 4
(a), middle). The motion blur area that is added depends on the tar-
get object’s size. As shown in Fig. 5, when the size of the object is H,
the distance is D, the focal length is d, the size of the image sensor
is x, the number of pixels is X, and size h of the object on the image
is given by Eq. (2).

H : h
x
X
¼ D : d ð1Þ

h ¼ Hd� X
Dx

ð2Þ
Fig. 7. (a) Initial interpolation image after applying the motion blur effect. (b)
Interpolation image generated using the initial interpolation images.

Fig. 8. In all of the input and interpolation images, we acquired the observation
position of the object. Next, we calculated the angle hn between the following two
vectors.
3.3. Determination of blend ratio between subject and background

To generate a plurality of interpolation images with different
interpolation distances between input images, we determined
the blending ratio of the subject and background based on the
interpolation distance between the two input images using the
normal distribution shown in the following Eq. (3). As shown in
Fig. 6, let t be the position between the input images, Tn be the
ratio of the interpolation distance to the input image, and r2 be
the variance value.

f Tn ðtÞ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffi
2pr2

p exp �ðt � TnÞ2
2r2

 !
ð3Þ

The larger the value of the expression is, the larger the informa-
tion of the subject. The smaller the value of the expression is, the
larger the background information becomes. In this way, we calcu-
late the blending of the subject and the background according to
the interpolation distance. Fig. 7(a) shows the initial interpolation
image after applying the motion blur effect. Fig. 7(b) shows an
interpolation image generated using the initial interpolation
images. As shown in Fig. 7(b), it can be confirmed by the proposed
method that the target object is observed as a single image at an
appropriate position (in this example, in the middle of the ball
observation position of S1 and S2). By applying this generated
image to bullet-time video, smooth viewpoint switching is
realized.

3.4. Selection method of generated interpolation image

We next describe a method for choosing an appropriate inter-
polation image that smoothly changes the observation position of
the target object when the viewpoint is moving.

In this section, we describe a method of suppressing the change
of the observation position of the subject and selecting an image
that will be smoothly switched when we switch images. First, in
all of the input and interpolation images of the multi-view camera,
we acquired the observation position of the fast-moving target
object on the image. Next, we calculated the angle hn between
Fig. 5. Size of the subject on the image.
the following two vectors (Fig. 8). Vector an is obtained from
coordinate Pnðxn; ynÞ on the image of camera n and coordinate
Pnþ1ðxnþ1; ynþ1Þ on the image of camera nþ 1. Vector anþ1 is
obtained from coordinate Pnþ1ðxnþ1; ynþ1Þ on the image of camera
nþ 1 and coordinate Pnþ2ðxnþ2; ynþ2Þ on the image of camera
nþ 2. The accumulated components of this angle were calculated
by all the cameras (Cam1, . . . ,CamN) using the following Eq. (4).
Similar processing was performed for all the combinations of input
and interpolation images of the multi-view cameras, and an image
was chosen that had the minimum accumulation values. The smal-
ler the angle between the two vectors was, the greater the number
of coordinates of the three points that were in the constant curve
shape. The lower the resulting value of (4) was, the smaller the
change in the observation position of the object. Finally, as shown
in Fig. 3, smooth image switching was then performed.
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ð4Þ

an ¼ xnþ1 � xn; ynþ1 � yn
� � ð5Þ
4. Experiment and results

4.1. Experiment with a large soccer stadium

We conducted a video-capturing experiment based on a youth
soccer match played in a large soccer stadium. As shown in
Fig. 9, we installed 10 video cameras (Canon EOS 5D Mark II,
1920 pixels � 1080 pixels at 30 fps) in the seats behind the goal
to capture the near-penalty area. The convergence angle of the
neighbouring cameras was approximately 10 degrees. Image pro-
cessing was performed using a computer with the following spec-
ifications: CPU: Intel Core i7 3.4 GHz, GPU: Intel HD Graphics
Family, and RAM: 8.0 G.

We confirmed the effectiveness of the proposed method for
another sequence image. Fig. 10 show a bullet-time image
obtained when switching the multi-view images, and Fig. 10 show
a bullet-time image obtained from using our proposed method.
The observation position of the soccer ball in a point changes from
yellow to red.

When we switch the image, the soccer ball’s position moves for-
ward and backward (Fig. 10(a), (c), (e)). However, in Fig. 10(b), (d)
and (f), it moves in a constant direction along a smooth curve.

In particular, in Fig. 10(a), the trajectory of the observation posi-
tion greatly deviates, but that problemwas eliminated in Fig. 10(b).
By minimizing the sum of the angles obtained from the three
observation coordinates, all of the observed coordinates were cor-
rected. This step resulted in smoother switching.

In this manner, we experimentally confirmed the effectiveness
of our proposed method on various fast-moving sequences.

4.2. Subjective evaluation experiment using bullet-time video

A subjective evaluation experiment was carried out using
bullet-time images generated by the proposed method and the
previous method [11], and we verified the effectiveness of the pro-
posed method. Subjects were allowed to observe the images gener-
ated by the proposed method and the previous method [11] once.
Fig. 9. Image capturing the environment’s outline.
After that, we instructed them to select the image with less dis-
comfort. To cancel the learning effect, we set the order of showing
the two images randomly. The subjects were 12 people (11 males
and 1 female) aged 22 to 29.

The videos used for the subjective evaluation experiment had
the following 4 types (8 videos).

[Video playback speed (fast): 265 kb/s]
Video A: Video set with a yellow player as the gaze point (pro-

posed method: Fig. 10(a), previous method [11]: Fig. 10(b)).
Video B: Video set with a blue player as the gaze point (pro-

posed method: Fig. 10(c), previous method [11]: Fig. 10(d)).
[Video playback speed (slow): 141 kb/s]
Video C: Video set with a yellow player as the gaze point (pro-

posed method: Fig. 10(a), previous method [11]: Fig. 10(b)).
Video D: Video set with a blue player as the gaze point (pro-

posed method: Fig. 10(c), previous method [11]: Fig. 10(d)).
The experimental results are shown in Fig. 11. On the left of

Fig. 11 is the experimental result for the image in which the yellow
player is set as the gaze point. On the right of Fig. 11 is the exper-
imental result for the image in which the blue player is set as the
gaze point.

The horizontal axis represents three types of answer items,
including the ‘‘Proposed method”, the ‘‘Previous method”, and
‘‘Neither”. The vertical axis shows the number of people answering
each item. The purple bars represent the results of videos played at
a fast speed. The cyan bars show the results of the videos played at
a slow speed.

Next, a 2-sample t-test was conducted. The level of incompati-
bility was ‘‘no incompatibility: 2”, ‘‘neither: 1”, and ‘‘incompatibil-
ity: 0”.

As a result of the 2-sample t-test, the p-value of the experiment
for video A was 0.0004, thus indicating a significant difference.
Similarly, the p-value of the experiment for video B was
0.0000004, thus indicating a significant difference. As a result, in
the experiments using two types of video with a fast video play-
back speed (265 kb/s), it became clear that the subjects had less
discomfort in the bullet-time video generated by the proposed
method.

The p-value of the experiment for video C was 0.006, thus indi-
cating a significant difference. Similarly, the p-value of the experi-
ment for the video D was 0.654, thus indicating no significant
difference. As a result, it was revealed that in video C, the subjects
had less discomfort in the bullet-time video generated by the pro-
posed method. Since a significant difference was not indicated in
video D, in the case of the bullet-time video where the video play-
back speed was slow, the influence on the video quality was
reduced. On the other hand, when the playback speed is fast, it
can be considered that the influence on the video quality of the
bullet-time video increases.

4.3. Objective evaluation experiment using bullet-time video

We conducted objective evaluation experiments using 3 types
and 6 videos.

� Video set with a yellow player as the gaze point (previous
method [11]: Fig. 10(a), proposed method: Fig. 10(b))

� Video set with a blue player as the gaze point (previous method
[11]: Fig. 10(c), proposed method: Fig. 10(d))

� Video set with a red player as the gaze point (previous method
[11]: Fig. 10(e), proposed method: Fig. 10(f))

We manually calculate the centre coordinates of the balls in
three frames from the generated bullet-time video. The angle h of
the previous method [11] and the proposed method is calculated
using the Eq. (4, 5). The results are shown in the Table 1.
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For the three types of videos, we can confirm that the angle h of
the proposed method is smaller than the previous method [11].
Similarly, the value of SD can be confirmed to be smaller than
Fig. 10. Resulting images obtained when applying the proposed method: The number a
switched.
the previous method [11]. The smaller that the value of Eq. (4) is,
the smaller that the observation position of the subject changes
and the smoother the image switching. Therefore, it can be
t the lower left indicates the camera number and the order in which images were



Fig. 10 (continued)

Fig. 11. Subjective evaluation experiment using bullet-time video generated by the proposed method and the previous method [11].
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Table 1
The angle h of the previous method [11] and the proposed method is calculated using the Eqs. (4) and (5).

Frame 1,2,3 2,3,4 3,4,5 4,5,6 5,6,7 6,7,8 7,8,9 8,9,10 Avg. SD

Yellow player Proposed (Degree) 20.46 2.03 4.31 15.62 18.34 5.70 7.55 0.45 9.31 7.23
Previous (Degree) 89.91 68.20 54.16 34.50 20.46 75.87 84.60 31.44 57.39 24.56

Blue player Proposed (Degree) 3.99 14.26 12.63 32.18 47.03 20.46 20.46 24.35 21.92 12.31
Previous (Degree) 7.03 4.40 1.31 32.28 34.70 53.13 44.91 89.91 33.46 28.03

Red player Proposed (Degree) 18.34 36.78 0.00 44.91 108.34 11.22 11.22 26.47 32.16 31.86
Previous (Degree) 30.87 139.31 160.47 7.03 0.00 158.11 179.91 175.15 106.36 73.92

Fig. 13. (a) Soccer ball diameter: S, (b-d) The distance between the ball centres in
the two frames: d, and (e) The distance d of the experimental environment.
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considered that the proposed method produces a smoothly
switched image rather than the previous method [11]. In this
way, the effectiveness of the proposed method was confirmed in
the scene of Fig. 10. The videos used in the evaluation experiment
are three types, the goalkeeper kicks the ball, the player gives a
pass, the player shoots with a header. The ball speed at this time
is different. We confirmed that the proposed method can be
applied to various speed ranges of fast moving objects (soccer
balls). Next, as shown in Fig. 12, a comparison experiment of the
previous interpolation image generation method and the proposed
method was performed. Regenerative Morphing [23] was used for
the previous method to be compared. The input image used for the
experiment was a soccer ball image of the front and rear frames of
the multi-view video (Camera 4, 5, 6). As shown in the lower part
of Fig. 12, two soccer balls are generated as interpolation images of
the previous method [23]. This is because there is no subject clue at
an appropriate position on the initial interpolation image when the
subject moves at high speed. A simple blending result is set as an
initial interpolation image in the previous method [23]. On the
other hand, as shown in the upper part of Fig. 12, only one soccer
ball is generated as an interpolation image of the proposed
method. Furthermore, the soccer ball position is gradually moving
downward in Camera 4, 5 and 6. An image in which a soccer ball is
moving with the movement of the camera can be generated. There-
fore, the interpolation image generated by the proposed method
has no flickering artefacts. In addition, we can confirm the effec-
tiveness of the initial interpolation image due to the weight of
motion blur.

4.4. Conditions for applying objects

We consider the conditions for applying objects moving at high
speed in the frame interpolation process with the proposed
method. Let S be the diameter of the soccer ball, as shown in
Fig. 13(a). The distance between the ball centres in the two frames
is d, as shown in Fig. 13(b)-(d). The interpolation image is gener-
ated by satisfying conditions (b) and (c) using the regenerative
morphing method [23]. Therefore, when d5S, the frame interpola-
tion image can be generated with high quality. Conversely, as d
becomes larger than S, the quality of the frame interpolation image
deteriorates, as shown in Fig. 13(d). In general, the passing speed of
a soccer ball is V, which is approximately 25 m/s [26]. The ball size
Fig. 12. Comparison of previous interpolation image generation method [23] and
proposed method.
(diameter) is S ¼ 22 cm. The ball diameter in this experimental
environment was s ¼ 17 pixels. The ball velocity on the image
can be calculated as v ¼ 19 pixels/s. d was 26 pixels in this exper-
iment, as shown in Fig. 13(e). Therefore, when d > S, if the distance
is at least Sþ 9 pixels, an acceptable frame interpolation image can
be generated in this experimental environment.
5. Conclusions

This research proposed a method that generates viewpoint
smooth switching by reducing the flickering artefacts that are
observed at bullet-times generated from asynchronous multi-
view videos using frame interpolation processing.

In the frame interpolation processing, previous methods
(Regenerative morphing) failed to deal with flickering artifacts
observed in asynchronous multi-view videos. In the proposed
method, the problem was solved by generating an initial interpola-
tion image based on the weight of motion blur. We conducted a
comparative experiment between the previous method and the
proposed method and showed the effectiveness of the proposed
method. Also, regarding the problem of positional shift of the sub-
ject caused by the asynchronous image, smooth image generation
was realized by calculating the angle between the vectors of the
subjects in the continuous frame.

A subjective evaluation experiment was carried out using
bullet-time images generated by the proposed method and the
previous method, and we verified the effectiveness of the proposed
method. We examined the discomfort of the subject in the bullet-
time images generated by the proposed method. An objective eval-
uation experiments was carried out using various videos about
generation of smooth video. And we confirmed that the proposed
method can be applied to various speed ranges of fast moving
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objects (soccer balls). In addition, reproducibility was improved by
considering the application conditions of the proposed method.

In this way, we showed the effectiveness of the proposed
method by subjective evaluation experiment and objective evalua-
tion experiment.

In order to further improve the quality of the result, the resolu-
tion must be set high. However, processing cost is high if the res-
olution is increased. Therefore, we must devise a method to
process the proposed method at high speed. If this problem can
be solved, it will be applicable to current TV broadcasting.
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